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Scene Graph Representation

4

Vision&Language Scene Graphs

 Visual Scene Graph (VSG) 

• Representing visual content into semantic structured representation:

 Attribute Nodes

 Object Nodes:

 Relation Nodes:

describing the semantic relations between objects

Visually-seen entity objects

depicting the objects

[1] Justin Johnson, etc, and Li Fei-Fei. Image retrieval using scene graphs. CVPR. 2015.



Scene Graph Representation
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Vision&Language Scene Graphs

 VSG Parsing

• Object detection

• Relation classification

• Attribute classification

e.g., FasterRCNN

e.g., MOTIFS

e.g., MOTIFS



Scene Graph Representation
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Vision&Language Scene Graphs

 Language Scene Graph (LSG) 

• Representing textual inputs into semantic structured representation:

 Attribute Nodes

 Object Nodes:

 Relation Nodes:

verb/prep describing the semantic relations between objects

entity tokens

token/terms depicting the objects

[1] Yu-Siang Wang, etc. Scene graph parsing as dependency parsing. NAACL. 2018. 



Scene Graph Representation
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Vision&Language Scene Graphs

 LSG Parsing

• Dependency Parsing

• Rule-based Conversion

e.g., Stanford Parser

e.g., nsubj->object, adj->attribute



Scene Graph Representation

8

Vision&Language Scene Graphs

 Language Scene Graph (LSG) 

There are so many structured representations of languages

• Syntactic-level structure 

Constituency tree Dependency tree



Scene Graph Representation
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Vision&Language Scene Graphs

 Language Scene Graph (LSG) 

There are so many structured representations of languages

• Semantic frame structure 



Scene Graph Representation
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Vision&Language Scene Graphs

 Language Scene Graph (LSG) 

There are so many structured representations of languages

• Semantic graph structure 



Scene Graph Representation
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Vision&Language Scene Graphs

 Language Scene Graph (LSG) 

• Representing textual inputs into semantic structured representation:

 Attribute Nodes

 Object Nodes:

 Relation Nodes:

verb/prep describing the semantic relations between objects

entity tokens

token/terms depicting the objects



Scene Graph Representation
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Vision&Language Scene Graphs

 Language Scene Graph (LSG) 

• Representing visual and textual inputs with VSG and LSG

 Unifying the Vision and Language with 
a unified representation format: SG

 The intrinsic gap between Vision and Language



Scene Graph Representation
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Vision&Language Scene Graphs

3. More controllable end-task prediction: 
highly structured modal representation

1. Improving cross-modal alignment: 
more fine-grained vision-text matching

2. Enhancing multimodal fusion: 
semantic-level feature learning

 Why do SG features help improve vision-language learning?



SG-based Cross-lingual Image Captioning
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Application I:

[1] Shengqiong Wu, Hao Fei, Wei Ji, Tat-Seng Chua. Cross2StrA: Unpaired Cross-lingual Image Captioning with Cross-lingual 
Cross-modal Structure-pivoted Alignment. ACL. 2023. 



SG-based Cross-lingual Image Captioning

Motivation
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Cross-lingual Image captioning
• How to develop the image captioner in other languages, i.e., resource-scare language?

 The pivoting-based method

 The translation-based method



SG-based Cross-lingual Image Captioning

Motivation
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• irrelevancy

• disfluency

modeling the vision-language 
semantic alignment

modeling the pivot-target 
syntax alignment



SG-based Cross-lingual Image Captioning

Method

17

• A novel syntactic and semantic structure-guided model for 
cross-lingual image captioning

• For image-to-pivot captioning, we consider leveraging the 
scene graphs (SG) for better image-text alignment

• For the pivot-to-target translating, we make use of the 
syntactic constituency (SC) tree structures for better pivot-
target language alignment.



SG-based Cross-lingual Image Captioning

Method
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Structure-Pivoting Cross-lingual Cross-modal Alignment Learning

• Cross-modal Semantic Structure Aligning

To encourage those text nodes and visual nodes that 
serve a similar role in the visual SG and language SG

• Cross-lingual Syntactic Structure Aligning
similar 
pairs



SG-based Cross-lingual Image Captioning

Method
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• Cross-modal&lingual Back-translation

To achieve the two-step alignment over the overall framework.



SG-based Cross-lingual Image Captioning

Experiment
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 Transfer between MSCOCO and AIC-ICC

• Pivoting methods show overall better results than the translation ones

• CROSS2STRA outperforms all the other baselines with significantly



SG-based Cross-lingual Image Captioning

Experiment
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 Human Evaluation

• Our system shows significantly higher scores than 
baseline systems in terms of all three indicators.

• With SG and SC structure features, the content 
relevancy and diversification of captions are much better

 Probing Cross-modal and Cross-lingual Structure Alignment

• Our system exhibit prominent structure alignment ability



SG-based Cross-lingual Image Captioning

Experiment
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 Qualitative Result

• With SG structure features, the content relevancy and diversification of captions are much better
• Our system generate captions with good relevancy, diversification, and fluency



SG-based Multimodal Relation Extraction
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Application II:

[1] Shengqiong Wu, Hao Fei, Yixin Cao, Lidong Bing, Tat-Seng Chua. Information Screening whilst Exploiting! Multimodal Relation 
Extraction with Feature Denoising and Multimodal Topic Modeling. ACL. 2023. 



Motivation
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SG-based Multimodal Relation Extraction

Relation Extraction (RE)

Under Cook’s leadership, Apple has increased its donations to charity.

member_of

person company

JFK and Obama at Harvard @Harvard
person organizationperson

• Output Relations:
(Graduated at, JFK, Harvard)
(Graduated at, Obama, Harvard)
(Alumni, JFK, Obama)

• Input Text:

• Input Image:

Supporting Visual Evidence: Bachelor Cap, Gown, Book

Textual RE

Multimodal RE



Motivation
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SG-based Multimodal Relation Extraction

 Problem 1: Internal-information over-utilization

• 33.8% of tweets had textual content that was not reflected in the images, and the images did 
not add additional content

• ONLY parts of the texts are useful to the relation inference

 A fine-grained information pruning over two modalities is needed



Motivation
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SG-based Multimodal Relation Extraction

 Problem 2: External-information under-exploitation
• Short in text lengths and low-relevant images 

 Additional semantic supplementary information is needed.

Information 
deficiency



Motivation
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SG-based Multimodal Relation Extraction

 Additional semantic supplementary information is needed.

 A fine-grained information pruning over two muti-modalities is needed

GIB-guided Feature Refinement

Multimodal Topic Integration



Method
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SG-based Multimodal Relation Extraction

Scene Graph
Generation

Cross-modal Graph
Construction

GIB-guided Feature 
Refinement

Multimodal Topic 
Integration

Inference



Method
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SG-based Multimodal Relation Extraction

 Scene Graph Generation
• Represent input text T with Textual Scene Graph (TSG)

• Represent input image I with Visual Scene Graph (VSG)

input text T

input image I



Method
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SG-based Multimodal Relation Extraction

• Merge the VSG and TSG into one unified backbone 
cross-modal graph (CMG)

𝐺𝐺 = (𝑉𝑉𝑇𝑇 ∪ 𝑉𝑉𝐼𝐼 ,𝐸𝐸𝑇𝑇 ∪ 𝐸𝐸𝐼𝐼 ∪ 𝐸𝐸×)

inter-modal
hyper-edges

intra-modal
hyper-edges

• Creating inter-modal hyper-edges by measuring the 
relevance score

• Graph Encoding

 Cross-modal Graph Construction



Method
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SG-based Multimodal Relation Extraction

• Screen the initial CMG structure i.e., fine-grainedly prune 
the input image and text features

 GIB-guided Feature Refinement

• Node Filtering
Filter out those task-irrelevant nodes

• Edge Adjusting
Adjust the edges based on their relatedness to the 
task inference.

• GIB-guided optimization
To ensure that the above adjusted graph 𝐺𝐺−is 
sufficiently informative (i.e., not wrongly pruned)



Method
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SG-based Multimodal Relation Extraction

Multimodal Topic Integration

• Retrieve the associated top-L textual and 
visual topic keywords

• Enrich the compressed CMG features with more semantic contexts, i.e., the multimodal topic features.

• Devise an attention operation to integrate 
the embeddings of the multimodal topic 
words



Experiment
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SG-based Multimodal Relation Extraction

 Main Results

• Our model achieves the best performance.

• Information screening and exploiting both 
contribute to the task performance.

• Scene graph is beneficial for structural modeling 
of the multimodal inputs.



Experiment
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SG-based Multimodal Relation Extraction

 Analysis and Discussion

Q: Under what circumstances do the internal-information screening and external-information 
exploiting help?

• For the inputs with higher text-vision relevance, 
the GENE plays a greater role than LAMO, while 
under the case with less cross-modal feature 
relevance, LAMO contributes more significantly 
than GENE.

GENE - GIB-guided Feature Refinement
LAMO – Latent Multimodal Topic Model



Experiment
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SG-based Multimodal Relation Extraction

 Analysis and Discussion

Q: Does GENE really helps by denoising the input features?

• Clear pruning pattern.

• Effective performance increase.



Experiment
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SG-based Multimodal Relation Extraction



SG-based Multimodal Machine Translation
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Application III:

[1] Hao Fei, Qian Liu, Meishan Zhang, Min Zhang, Tat-Seng Chua. Scene Graph as Pivoting: Inference-time Image-free 
Unsupervised Multimodal Machine Translation with Visual Scene Hallucination. ACL. 2023. 



Motivation
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SG-based Multimodal Machine Translation

 Neural Machine Translation (NMT)  Multimodal Machine Translation (MMT)

Source 
Language

Target 
Language

NMT
Model

Collecting large-scale parallel sentences are cost & sometime infeasible !

• Training: <src-tgt> • Training: <src-img-tgt>



Motivation
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SG-based Multimodal Machine Translation

 Unsupervised Multimodal Machine Translation (UMMT)

• Training & Testing: <text-img><src-img-tgt>



Motivation
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SG-based Multimodal Machine Translation

Practical UMMT requires the avoidance of not 
only parallel sentences during training, but also 
the paired image during inference (testing).

 some existing MMT researches exempt 
the testing-time visual inputs;

 Unsupervised Multimodal Machine Translation (UMMT)

 they all unfortunately are supervised methods, 
relying on large-scale parallel sentences for training.

 It’s necessary to explore the Inference-time Image-free UMMT!



Motivation
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SG-based Multimodal Machine Translation

 Unsupervised Multimodal Machine Translation (UMMT)

 Visual information is vital to UMMT, however both the existing supervised and unsupervised 
MMT  suffer from ineffective and insufficient modeling of visual pivot features.

 Coarse-grained vision-language alignment learning. 

 Phrase-level vision-language alignment learning (grounding). 

 Still fail to have a holistic understanding of the visual scene!



Method
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SG-based Multimodal Machine Translation

 Scene Graph-based UMMT System

• The input src text and paired image are 
first transformed into LSG and VSG.

• And the tgt sentence will be finally 
produced conditioned on the tgt LSG.

• LSG and VSG are further fused into a mixed 
SG, and then translated into the tgt-side LSG. 



Method
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SG-based Multimodal Machine Translation

 Visual Scene Hallucination

• To support pure-text (image-free) input 
during inference, we devise a novel visual 
scene hallucination (VSH) module.

• VSH dynamically generates a hallucinated 
VSG from the LSG compensatively.

• Step1: sketching skeleton

• Step2: completing vision



Method
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SG-based Multimodal Machine Translation

 Scene Graph Pivoting Learning for UMMT



Experiment
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SG-based Multimodal Machine Translation

 Main Results

Our system shows significant improvements over the best baseline PVP∗, by average 
5.75=(3.9+6.5+6.6+6.0)/4 BLEU score. 



Experiment
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SG-based Multimodal Machine Translation

 The longer and more complex the sentences, the higher the translation quality 
benefiting from the SGs features.



Experiment
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SG-based Multimodal Machine Translation

 SG-based visual scene hallucination mechanism helps gain rich and correct visual features.



Experiment
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SG-based Multimodal Machine Translation



Experiment
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SG-based Multimodal Machine Translation

• Existing SoTA SG parsers are effective enough to aid 
the end-tasks, i.e., the positive outweighs negative.

• Mostly, end-tasks are more sensitive to the quality of 
the textual SG, compared with the visual SG.

• Surely low-quality SG annotations decrease the 
efficacy of the SG features for end tasks.

 To what extent does SG parsing quality influence the efficacy of end task?
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SG-based Video-Language Modeling
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Application IV:

[1] Hao Fei, Shengqiong Wu, Meishan Zhang, Shuicheng YAN, Min Zhang, Tat-Seng Chua. Enhancing Video-Language 
Representations with Structural Spatio-Temporal Alignment. 2023. 



Motivation
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SG-based Video-Language Modeling

 Video-language model (VLM) pre-training

• Coarse-grained cross-model aligning

• Under-modeling of temporal dynamics

• Detached video-language view

 Existing issues:

VLM



Video Scene Graph Representation
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SG-based Video-Language Modeling

 Video Scene Graph, aka., Dynamic Scene Graph (DSG), Spatio-temporal Scene Graph

[1] Jingwei Ji, Ranjay Krishna, Li Fei-Fei, and Juan Carlos Niebles. Action genome: Actions as compositions of spatio-temporal scene graphs. CVPR, 2020.

A sequence of VSG along time frames.



Motivation
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SG-based Video-Language Modeling

 video-language model (VLM) pre-training

• Coarse-grained cross-model aligning

• Under-modeling of temporal dynamics

• Detached video-language view

 Fine-grained alignment

 Modeling dynamics with DSG

 Merging TSG and DSG



Method
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SG-based Video-Language Modeling

 Fine-grained Structural Spatio-temporal Alignment  (Finsta) framework 



Method
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SG-based Video-Language Modeling

 Finsta

• SG Representation Construction

• TSG

• DSG
• Holistic SG (HSG)

• VL Representation Learning

• Fine-grained Structural Spatio-
Temporal Alignment Learning

• Representation Transfer Learning

• Object-centered Spatial Contrasting (OSC)

• Predicate-centered Temporal Contrasting (PTC)



Experiment
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SG-based Video-Language Modeling



Experiment
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SG-based Video-Language Modeling

 Influence of Post-training Data Amount



Experiment

59

SG-based Video-Language Modeling

 Probing Fine-grained Video-Language Correspondences

• Static Entity-Object Correspondence. • Dynamic Predicate-Action Tracking Correspondence.



SG-based Video Semantic Role Labeling
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Application V:

[1] Yu Zhao, Hao Fei, Yixin Cao, Bobo Li, Meishan Zhang, Jianguo Wei, Min Zhang, Tat-Seng Chua. Constructing Holistic Spatio-
Temporal Scene Graph for Video Semantic Role Labeling. ACM MM. 2023. 



Motivation
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SG-based Video Semantic Role Labeling

 Video Semantic Role Labeling (VidSRL)

• Subtask-1:

• Subtask-2:

• Subtask-3:

“who does what to whom, where and when and how” within a video

verb prediction

arguments generation (or role labeling)

event relation prediction



Motivation
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SG-based Video Semantic Role Labeling

 Two key bottlenecks in VidSRL

• Lack of fine-grained spatial scene perception

• Insufficient modeling of video temporality



Method
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SG-based Video Semantic Role Labeling

 Constructing a holistic spatio-temporal scene graph (HostSG)

• Step-1:

• Step-2:

• Step-3:

Video dynamic SG (DSG) Generation for Clip.

Merging DSG.

HostSG Construction.



Method
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SG-based Video Semantic Role Labeling

 VidSRL Framework



Experiment
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SG-based Video Semantic Role Labeling

 Main Results



Experiment
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SG-based Video Semantic Role Labeling

 Q: Does HostSG provide informative spatial and temporal features for VidSRL?



Experiment
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SG-based Video Semantic Role Labeling

 Visualization of the cross-clip 
coreference edges



Experiment
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SG-based Video Semantic Role Labeling

 Quantitative results
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3D Scene Graph-based Applications
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Application VI:

[1] Yu Zhao, Hao Fei, Wei Ji, Jianguo Wei, Meishan Zhang, Min Zhang, Tat-Seng Chua. Generating Visual Spatial Description via 
Holistic 3D Scene Understanding. ACL. 2023. 



Motivation
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3D-SG-based Visual Spatial Description

 Visual Spatial Description (VSD)

<‘man’, [2]>
<‘fire hydrant’, [3]> 

Inputs: img, two objects

The man in white is standing behind the yellow fire hydrant

Output: spatial description



Motivation
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3D-SG-based Visual Spatial Description

 Existing issues

• 2D modeling is NOT enough

• Relation descriptions NOT diversified enough

 Perspective Illusion

 Overlap

 Spatial Diversity



Method
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3D-SG-based Visual Spatial Description

 Modeling 3D Scene Graph

• 3D Scene Feature Extracting

• Parsing with an off-the-shelf model

[1] Yinyu Nie, etc. Total3dunderstanding: Joint layout, object pose andmesh reconstruction for indoor scenes from a single-image. CVPR. 2020.

• Graph Modeling

• Target Object-Centered 3D Spatial Scene Graph (GO3D-S2G)

• Object-Centered GCN (OCGCN)  



Method
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3D-SG-based Visual Spatial Description

 Framework



Method
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3D-SG-based Visual Spatial Description

 Model Details: 3D Scene Extraction



Method
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3D-SG-based Visual Spatial Description

 Model Details: Graph Creating



Method
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3D-SG-based Visual Spatial Description

 Model Details: Scene Subgraph Selecting mechanism (S3) 



Method
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3D-SG-based Visual Spatial Description

 Model Details: Prompt Learning for LM Decoding



Experiment
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3D-SG-based Visual Spatial Description

 Main Results



Experiment
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3D-SG-based Visual Spatial Description

 2D v.s 3D modeling



Experiment
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3D-SG-based Visual Spatial Description

 Case Study
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Outlook of Future Directions

 Vision&Language Scene Graph Modeling

Language

Video 3D

Image

Summary Visual SG

Textual SG

Dynamic SG 3D SG

Vision-Language
Learning

Video-Language
Learning

Spatial-Language
Learning

 Video Scene Graph Modeling

 3D Scene Graph Modeling

83



Outlook of Future Directions

 Applying Scene Graph Representations into More Scenarios and Applications

What Next?

• Image/Video Retrieval

• Image/Video Editing

• Image/Video Generation

• Video Moment Localization

• … 

84

3. More controllable end-task prediction: 
highly structured modal representation

1. Improving cross-modal alignment: 
more fine-grained vision-text matching

2. Enhancing multimodal fusion: 
semantic-level feature learning



Outlook of Future Directions

 Automatic Learning of Scene Graph Representations

What Next?

85

• Low-quality SG annotations decrease the efficacy 
of the SG features for end tasks.

• How about: Inducing the SG structure along with 
the end task? Such that the automatically generated 
SG structures are most coincident with task need.

Latent Structure Induction

Grammar Induction



Outlook of Future Directions

 Constructing Semantically Universal Scene Graph (USG)

What Next?

• Text: abstract semantics

• Image: detailed semantics

• Video: temporal dynamics

• Sound: vocal attributes

• 3D: depth features

• …

86

Highly Structured Universal 
Semantic Representation

World

• Modality-agnostic
• Language-agnostic
• Domain-agnostic

World Model
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Universal Structured NLP (XNLP) Demo
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[1] Hao Fei, Meishan Zhang, Min Zhang, Tat-Seng Chua. XNLP: An Interactive Demonstration System for Universal Structured NLP. 2023. 

https://xnlp.haofei.vip/

https://xnlp.haofei.vip/


XNLP Demo

Motivation
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 Structured Natural Language Processing (XNLP)

• Many NLP tasks can be reduced into 
structural predictions

• 1) textual spans

• 2) relations between spans



XNLP Demo

Motivation

90

 Universal XNLP

• Unified Sentiment Analysis

• Universal Information Extraction

 a comprehensive and effective approach for 
unifying all XNLP tasks is not fully established.

 Unification with LLM

 One model for all



XNLP Demo

Demo System
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 System Design



XNLP Demo

Demo System
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 Screenshot



XNLP Demo

Demo System
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 Screenshot

https://xnlp.haofei.vip/

https://xnlp.haofei.vip/


Thanks
Q&A


