
Recognizing Everything from All Modalities at Once:

Grounded Multimodal Universal Information Extraction

1 Harbin Institute of Technology (Shenzhen)       2 National University of Singapore     
3 Fudan University  4 Wuhan University 

Meishan Zhang1 Hao Fei2 Bin Wang1 Shengqiong Wu1

Yinxin Cao3 Fei Li4      Min Zhang1

Project: https://haofei.vip/MUIE

Highlight

First, to our knowledge, this is the first to

propose a grounded Multimodal Universal

Information Extraction (MUIE) setting, unifying

all IE tasks across modalities, further with

fine-grained multimodally grounded targets.

Second, we introduce an MLLM for the task,

REAMO, excelling in MUIE prediction and

achieving cross-modal grounding of static

objects and dynamic events.

Third, we contribute a high-quality, diverse,

and challenging dataset, setting an evaluation

benchmark for follow-up grounded MUIE

research.

Model

➢REAMO: Recognizing Everything from All Modalities at Once

Experiment

➢Text+Image or standalone Image

➢Complex modality-hybrid scenarios of MUIE
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➢Grounded MUIE

Task Definition

Benchmark

➢Benchmark Evaluation Data for Grounded MUIE

➢Text+Audio or standalone Audio

➢Text+Video or standalone Video

➢MUIE (NER)

➢MUIE (RE)

➢MUIE (EE)
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