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First, to our knowledge, this is the first to
propose a grounded Multimodal Universal
Information Extraction (MUIE) setting, unifying

7% : ‘Please extract all entity words ... The output format |
all It tasks across moaalities, further with should be "(entity1, label1)(entity2, label2)".
fine-grained multimodally grounded targets. Candidate category labels: person, location,

organization, country...

Input Text: U.S. President Trump and German Image Enco der

SeCond, we Introduce an MLLM for the task, Chancellor Merkel address Korean Peninsula
. . .y developments in the Washington on Saturday.
REAMO, eXCG///ng in MUIE ,Ol’ed/Cl‘IOn and I"tilde;anwhi]-:, output the module name of segmentation and | Text E Video |I||II‘I| Audio
_the corresponding detailed instruction for segmentation.

achieving cross-modal grounding of static
objects and dynamic events.

Third, we contribute a high-quality, diverse, Benchmark
and challenging dataset, setting an evaluation
benchmark for follow-up grounded MUIE » Benchmark Evaluation Data for Grounded MUIE
research.
Modality Tasks
NER RE EE
I PASCAL-C (Mottaghi et al., 2014) VRD (Lu et al., 2016) imSitu (Yatskar et al., 2016)
V VidSitu (Sadhu et al., 2021)
A ACEO5-Aud (Walker et al., 2011) ReTACRED (Wu et al., 2022)
> Grounded MUIE T+ Twt17 ELII et 51:2_0 1_8)_ _____ MNﬁE_(ihEn_g et 51: 2_02_1)_ _____ M2E?2 (_Ll_ et_ai.,_20_26)_ -
T+V VidSitu-Txt (Sadhu et al., 2021)
| | T+A ACEQO5-Aud (Walker et al., 2011) ReTACRED (Wu et al., 2022)
e e B i, WS (Dol e e A MNRE Aud (Zhengetal,2021)
California yesterday. (California, location) T+I+A Twtl7-Aud (Lu et al., 2018)
Rexe tuage M AER £ Iiiai Sepmatatin V+A VidSitu-Aud (Sadhu et al., 2021)

Please extract entity words in the text, and outline

them in the image correspondingly: g 1% - (Trump, person)
President Trump and Merkel address SRESREES (Merkel, person)
Korean Peninsula developments. :

Sty

'Please extract entityt wordsmthé text,ar;doutllne P— | -
litic sudio correspondingly: (Panasonic, qrganization) EX p erimen t
'Panasonic has reduced its workforce by nearly (Japan, location)
110000 in both Japan and overseas companies. = T+ In
» 4 : put I Input
I. i s et > Text+Image or standalone Image
HM l'"hl”’”"’ It =t ot ] 9 9 Method Twtl7 MNRE M2E?2 PASCAL-C VRD imSitu
Text + Image + Audio = RE + Image & Speech Segmentation NER I-Seg RE I-Sege ET EA I-Seg NER [I-Seg RE I-Seg ET EA I-Seg
Please extract relations between enﬁties ln the text, i . . LLaVA+SEEM 23.0 45.8 154 51.8 22.8 13.5 48.3 17.8 26.1 10.4 36.9 19.5 8.2 29.8
and outline them in given images and audios; (Mika, peer, Shreya Ghoshal) > Text+Audio or standalone Audio  IpstructBLIP+SEEM 269 520 170 548 230 201 525 210 397 116 391 185 113 300
Singer Mika enjoyed our Queen Shreya m* MiniGPT-v2 454 487 224 562 273 163 548 418 620 186 383 370 133 322
Ghoshal's spectacular Performances. REAMO 474 535 246 569 302 256 601 43.0 646 260 439 415 163 39.6
o b
Method T+A Input A Input
Please extract all possible events in the video, o o Tl . ACE05-Aud ReTACRED ACE05-Aud ReTACRED
anc! track .the argun.lent mention§ in the vi.deo: ; ;gft-. ggilmg%}ec:l'gti;;. unpack, NER A-Seg RE A-Seg NER A-Seg RE A-Seg Vethod T+V (VidSitu-Txt) V (VidSitu)
This boy is unpacking the plastic packaging of a. s="=""" "5 b SpeechGPT 26.7 214 454 275 140 133 304 21.0
W : ‘ NEXT-GPT+SHAS 19.6 15.6 37.5 20.4 8.3 10.2 25.1 12.4 ET ER Vlwek ET ER Virck
. REAMO 28.5 5 4"3 4 6-8 29'1 11', 4 1 6-7 33' 4 25'1 VideoChat+SEEM 28.8 185 28.1 143 92 209
: — ) - ; - ) ; - Video-LLaVA+SEEM 31.0 224 314 18.6 8.8 206
Video + Audio = EE + Video Tracking + Speech Segmentation REAMO 328 231 344 223 145 232
Please extract ﬁll e}:ients in c;he vli‘deo,h and ‘trackdt_he (Type: feeding, Trigger: feed, Method T+I+A (Twt17-Aud) I+A (MNRE-Aud) V+A (VidSitu-Aud)
arguments in the video, and outline them in audio: : :
> Agen!: GRS, Target: Kimigazao) NER 1-Seg ASee RE ISeg ASee ET ER  V-Trek  A-Seg
e j B Video-LLaMA+SEEM/+SHAS - - - - 120 428 12.7 8.4 > Text+vldeo or Standalone Vldeo
NExT-GPT+SEEM/+SHAS 30.7 32.4 139 15.4 46.5 18.8 19.3 13.7 19.9 15.0
Iy 1|-||||M||||»u -uv""'lllll'nil'dl-'l-uﬂmﬂﬁ]w« REAMO 374 333 151 218 534 218 242 185 220 209

™ Reco gnize all entity words and categorize them by pre-defined

» Complex modality-hybrid scenarios of MUIE labels in the given text, and outline them in the given image and
audio correspondingly. The output format should be "(entity1,

labell )(entity2, label2)". Candidate category labels: person, loca-
tion, organization, country, title.

Input Text: My cousin in Lebanon had a wedding and really invited
> MUIE (EE) > MUIE (N ER) Nancy Ajram to perform Lamaoooo.

Please think step by step.
> MUIE (RE)
ﬂ Extract all the possible events in the video, and track the argument J \

mentions correspondingly. Each event associated with an event ty-

must have a trigger verb. If possible, please give detailed ar . R— . p— Y i i i : :
?neems for each evé‘ft B P 5 % ™ Extract relations between entities in the text, and outline them in gi- Based on the image, there is a woman 1n extravagant attire §tand1qg @

' ven images correspondingly. The output format should be "(sub- at the center of the stage, presumably the performer mentioned in

ject, Relation, object)". the input text, named Nancy Ajram. She is performing "Lam -

Candidate relation labels: peer, award, part_of, locate_at, nation- a0000." Additionally, according to the audio, the name mentioned

ality, place_of residence, member of... 1s "Wendy," which is not explicitly mentioned in the text.

‘Based on the video content, there are two possible event in the vid- @ Input Text: Rafael Nadal was interviewed by Bud Collins after his Therefore, the extracted entity words based on the content from the
eo: (Type: driving, Trigger: drive, Agent: man, Target: car, Direct- first French Open title in 2009. image, text, and audio are: (Windy, person)(Nancy Ajram, pers-

ion: forward, Scene: mire) (Type: driving, Trigger: drive, Agent: -

| man, Target: car, Direction: backward, Scene: mire) The extracted relationships : (Rafael Nadal, award,
| » ® - French Open) (Rafael Nadal, interview by, Bud

Collins). The image is outlined as follows:

@ on)(Lebanon, location)(Lamaoooo, fitle). The outlined image and
audio are shown as follows:
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