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Introduction
Many NLP tasks come in dual forms, such as neural machine trans-
lation (NMT), paraphrase generation, image captioning vs. text-to-
image generation, text classification vs. conditioned text generation,
semantic parsing vs. language generation, etc. Dual learning there-
fore has been proposed to model the duality between the primal and
dual tasks, by minimizing the gap between joint distributions of the
two tasks respectively. Formally, a dual learning system comprises 1)
a primal task that maps x ∈ X to y ∈ Y , i.e., fθ : x 7→ y; and 2) a
dual task mapping y ∈ Y to x ∈ X , i.e., gϕ : y 7→ x.

However, we notice that the current dual learning scheme fails to ex-
plicitly model the structure correspondence between two coupled tasks.
The integration of structure knowledge has been extensively exploited
for enhancing the feature learning in a wide range of NLP tasks, which
offers additional bias from a lower-level perspective (e.g., syntactic or
linguistic) for better task-semantic inference. Unfortunately, the study
of structure integration for dual learning has left unexplored. Given
a pair of task, not only do they share the same input and output (in
reverse), but it is often a close correspondence of the intermediate struc-
tures between them.

Figure 1: Left: dual learning framework. Right: dual learning with alignment of
structural supervision.

To close the gap, this paper proposes matching the structure for dual
learning. As shown in Figure 1, based on the vanilla dual learning
framework, we perform structural alignment unsupvervisedly between
the primal and dual tasks, bridging them with structure connections.

Dually-Syntactic Structure Matching
Dually-Syntactic Structure Encoding. The input for both the primal
and dual task is the sentential words {w1, · · · , wn}. Meanwhile we
have its syntactic constituency parse T = {Tk}Kk=1, where Ti is an
intermediate constituency phrase or terminal word, and K denotes the
total node number. Here we take the N-ary TreeLSTM as the structure
encoder.

Figure 2: Symmetrically syntactic structure matching for dual learning.

Syntactic RoI Alignment. The core idea is to build the fine-grained
structure correspondences between primal and dual tasks, pushing
those pairs that serve the similar role in the context to be closer, i.e,
p(Ti|T θ) ≈ p(Tj|T ϕ). Specifically,

p(Ti|T ) = Sigmoid(FFNs(Att(Ti|T ))) .

Contrastive Region Repelling. We use the contrastive representation
learning for the automatic structure matching.

Structural Cross-Reconstruction. On the other hand, during the text
generation of ŷ we make the model meanwhile to reproduce the corre-
sponding syntax tree structure T̂ θ. The syntax structure of the inut
text from the opposite side (i.e, T θ) can serve as a supervised sig-
nal. The benefits of such structural cross-reconstruction are multiple:
making the structural awareness in the dual modeling more sufficient,
providing additional syntactic constraint for the procedure, and also
ensuring a global view during the generation.
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Figure 3: Dually-syntactic RoI alignment.

Exp-I: Text↔Text Applications. We examine the usefulness of the
dually-syntactic structure matching for text↔text dual learning.

Syntactic-Semantic Structure Matching
It can be a broader range of NLP scenarios with dual learning tech-
nique where the task pair often includes non-text modalities, such
as labels, image or audio etc. This makes the structure matching
idea for text↔non-text dual learning non-trivial. We extends the
above method of dually-syntactic structure matching to a method
of syntactic-semantic structure matching. Since the task of non-text
modality comes without explicit syntactic structure, our main idea
is to take the semantic structure of non-text, and perform syntactic-
semantic RoI alignment instead. Meanwhile, the syntactic structure
reconstruction for the global-level benefit becomes structural unilateral-
reconstruction.

Figure 4: Syntactic-semantic structure matching.
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Figure 5: Syntactic-semantic RoI alignment via contrastive representation learning.

Exp-II: Text↔Non-Text Applications. Here we present the evalua-
tions of our method in this section for text↔non-text scenarios.

Analysis and Discussion
Here we further explore the underlying mechanisms how the structure
matching improves.

Evaluating Correctness of Unsupervised Structure Matching. ⋆
First, structure matching helps correctly retrieve and emphasize the
key RoIs that are crucial to the task improvements.

Evaluating Generated Text. ⋆ Second, our method strengthens the
duality between two dual tasks by correctly aligning the RoIs.

Evaluating Extendibility. ⋆ Third, the success of structure match-
ing can be extended to non-text↔non-text dual learning, besides NLP
tasks.

Insights into Key Influencers. ⋆ Fourth, the richer the structural in-
formation for the alignment, the better the improvements our method
presents.

Figure 6: Relative task performance growth rates (∆%) after taking the structure
matching for dual learning.


