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On Path to Multimodal Generalist: General-Level

Multimodal AI

The world functions with varied multimodal information and signals
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Development of Multimodal LLM

Hot Trends

On Path to Multimodal Generalist: General-Level
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Background

➢ Expansion of MLLMs: More modalities, More Tasks

On Path to Multimodal Generalist: General-Level
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Background

➢ Evolving with deeper capability

On Path to Multimodal Generalist: General-Level
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Background

➢ Multimodal Comprehension vs. Unified Multimodal Comprehension & Generation
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Text
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Audio
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Audio
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Ultimate Goal

What will the next-generation of multimodal foundation models/agents look like?

On Path to Multimodal Generalist: General-Level
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Motivation

➢ Existing issue-I: The language intelligence of LLMs empowers multimodal intelligence.

LLM

Intelligence on 
Language

Multimodality

MLLM/
Multimodal Generalist

Scaling law

On Path to Multimodal Generalist: General-Level
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Motivation

➢ Existing issue-I: The language intelligence of LLMs empowers multimodal intelligence.

Extending Language LLM to Multimodal LLM (MLLM)

LLM

TextText

LLM

Text

Video

Audio

Image
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Text
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Existing intelligent pattern in multimodal generalist

Motivation

➢ Existing issue-I: The language intelligence of LLMs empowers multimodal intelligence.

On Path to Multimodal Generalist: General-Level
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Ideal intelligent pattern in multimodal generalist

Motivation

➢ Existing issue-I: The language intelligence of LLMs empowers multimodal intelligence.

On Path to Multimodal Generalist: General-Level



16

Motivation

➢ Existing issue-II: Rethinking MLLM evaluation beyond straightforward accuracy gains.

Most existing MLLMs madly race for task performance of single modality/task.

On Path to Multimodal Generalist: General-Level
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MLLM Task Performance

…

Most MLLMs madly race for task 
performance of separate Modality/TaskWait …

Does higher results simply mean 
stronger intelligent multimodal AI ?



MLLM Task Performance

…
Wait …

Does higher results simply mean 
stronger intelligent multimodal AI ?



MLLM Task Performance

…
NOT really! does!

Does higher results simply mean 
stronger intelligent multimodal AI ?

Synergy

Drives Intelligence: 
The Path Toward AGI

Synergy



MLLM Task Performance

Synergy

…

The ability to generalize / transfer knowledge 
across Tasks, Modalities and Paradigm…



Synergy

…

But !
how to 
measure 
synergy ?

Task-wise 
performance 
is just never 
enough

Rethink the 
measurement of 
generalist 
capability



Level-1
Driver Assistance

Level-2
Partial Automation

Level-3
Conditional Automation

Level-4
High Automation

Level-5
Full Automation

Levels of 
Autonomous 

Driving
Level-0

No automation

General-Level
Positioning and assessing the 
capabilities of current MLLM 
generalists

SOTA specialist's 
score on the task

Scoring
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score on the task

Scoring

The average score between 
Comprehension and Gen-
eration tasks (i.e., across all 
tasks) represents the score 
at this level.

Scoring
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Scoring

Task-level 
Synergy

The harmonic mean 
between Comprehension 

and Generation scores

Scoring



The harmonic mean 
between Comprehension 

and Generation scores

Scoring
Paradigm-level

Synergy

Average score exceeding
SoTA NLP specialists on 

NLP benchmark data

Scoring



Average score exceeding
SoTA NLP specialists on 

NLP benchmark data

Scoring Cross-modal Total
Synergy

No 
Synergy

Task-level 
Synergy Paradigm-level

Synergy



Level-1

Specialists

Level-2

Generalists of 
Unified 

Comprehension
and/or Generation

Level-3

Generalists with 
synergy in 

Comprehension
and/or 

Generation

Level-3

Generalists 
with synergy 

across 
Comprehension
and Generation

Level-5
Generalists with 

total synergy 
across Compreh
ension, Generati
on and Language

General-Level

Cross-modal Total
Synergy

Task-level 
Synergy

No 
Synergy

Paradigm-level
Synergy



General-Level: Synergy-centered evaluation framework

On Path to Multimodal Generalist: General-Level



What is a (Multimodal) Generalist?

➢ One single model is capable of handling multiple tasks

➢ In most cases, an LLM serves as the core intelligence component

➢ At the very least, can be prompted using natural language to express user intentions

➢ e.g., MLLMs, or large multimodal foundational models, as well as multimodal agents

GPT-4o LLaVA Gemini

Blip NExT-GPT …

On Path to Multimodal Generalist: General-Level



What is a (Multimodal) Specialist?

➢ In most cases, a specialist model can — and only can — achieve SoTA performance on a specific task

➢ It is typically fine-tuned on the training set of that task

➢ In most cases, the model often has a smaller parameter size compared to generalist models

➢ It mostly does not incorporate an LLM as the core reasoning or intelligence engine

DINO SDXL SAM

WaveNet Nerf …

On Path to Multimodal Generalist: General-Level



Relaxation of Scoring

➢ How to measure the synergy effect between on task-A & on task-B ?

the performance of a generalist on joint modeling of tasks A and B Pθ(y|A, B) should exceed its 

performance when modeling task A alone Pθ(y|A) or task B alone Pθ(y|B) .

Pθ(y|A, B) > Pθ(y|A) Pθ(y|A, B) > Pθ(y|B) &

On Path to Multimodal Generalist: General-Level



Relaxation of Scoring

➢ How to measure the synergy effect between on task-A & on task-B ?

Pθ(y|A, B)

On Path to Multimodal Generalist: General-Level

Pθ(y|A) 

Pθ(y|B) 



Relaxation of Scoring

➢ How to measure the synergy effect between on task-A & on task-B ?

the stronger a model’s synergy capability, the more likely it is to surpass 

the task performance of SoTA specialists when there is a synergy. 

if a generalist outperforms a SoTA specialist in a specific task, we consider it 

as evidence of a synergy effect, i.e., leveraging the knowledge learned from 

other tasks or modalities to enhance its performance in the targeted task.

Let’s simplify the rule:

On Path to Multimodal Generalist: General-Level



One more notice

➢ There’s never a fair comparisons for generalist with specialist

Specialist

Fine-tuned on training set

Generalist

No task-specific fine-tuning

Hard!

Unfair!

But Necessary!

On Path to Multimodal Generalist: General-Level



Modality-specific Scoring

calculate the specific score component       of a generalist in the i-th modality (assuming there are 
N modalities in total) for the score      .
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Independence from Peer Generalists

• depend solely on the data of the task and the reference score of SoTA specialist

• without relying on the scores of other tested generalists

The scores of any generalist:

√

×

On Path to Multimodal Generalist: General-Level



Monotonicity Across Levels

➢ If a generalist is rated at the highest level k, it should achieve valid 

scores at all levels from 2 to k.

• The monotonicity reflects increasing task difficulty and stricter capability demands at 

higher levels. 

Key Attribute:

➢ As the level increases, the expected scores should decrease: Sk-1 > Sk

• The property ensures that stronger generalists maintain consistent performance across 

multiple difficulty levels.

• It provides a realistic and interpretable evaluation standard for generalist models.

On Path to Multimodal Generalist: General-Level



Encouraging Rich and Balanced Multimodal Task Support

➢ More task, the better

Key Attribute:

➢ More balance, the better

On Path to Multimodal Generalist: General-Level



Level-1
Specialist

Level-2
Generalist with 

No Synergy

Level-3
Generalist with 

Task-level Synergy

Level-4
Generalist with 

Paradigm-level Synergy

Level-5
Generalist with 
Modality-level 

Synergy

Levels Up on
General-Level

Receipt to Leveling Upper in General-Level

On Path to Multimodal Generalist: General-Level



Supporting as many tasks and functionalities as possible



Generalists achieving as stronger synergy and cross as many tasks as possible



Generalists in unified comprehension and generation capability 
with synergy in between



Generalists achieving cross-modal synergy with abductive reasoning 
ability
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Using

models across these five levels?

So, where to evaluate generalist

Existing Benchmark

On Path to Multimodal Generalist: General-Bench

Why General-Bench?



MLVU

MMT-Bench 

MME MMAU

MMMU MM-Vet 

MARBLE

Video-Bench 3DBench

VideoMME

Mia-bench 

SEED-Bench-2

AudioBench

ScienceQA

Limited                              Limited

Limited                          LimitedDomains

Modalities Skills

Existing MLLM 
Benchmark

Paradigm



General-
Bench

We Propose



General
Bench

Domains 29 domains



General
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29 domains

5 major modalities Modality



General
Bench
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5 major modalities 

Modality

145 multimodal skills

Skill
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Generation



General
Bench

Domains

Modality

Skill

702 tasks

Tasks

325,876 samples

Paradigm

Comprehension
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Statistics of General-Bench
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How are the evaluation metrics?
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How are the evaluation metrics?

➢ Mapping Functions of Scoring Metric



On Path to Multimodal Generalist: General-Bench

How are the evaluation metrics?

➢ Mapping Functions of Scoring Metric
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How many multimodal generalist are included?
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How many multimodal generalist are included?
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What General-Bench Unveils? —— General-Level Leaderboards
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• Leaderboard
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On Path to Multimodal Generalist: General-Level and General-Bench

• Leaderboard
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Towards Unified & Advanced Multimodal LLMs/Generalists

On Path to Multimodal Generalist: General-Level and General-Bench

• Leaderboard
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Towards Unified & Advanced Multimodal LLMs/Generalists



General
Bench

Language-centric Multimodal Generalists 
hinge on Language Intelligence, rather than 
Native Multimodal intelligence

Current Multimodal Generalists (MLLMs) 
mostly has Language-centric Architectures 
with LLMs as backbones

Toward Level-5: 
Achieving Total Synergy Across 
Modalities, Tasks, Paradigms for Native 
Multimodal intelligence

No Generalist 
found here



General
Bench

Achieving Total Synergy Across 
Modalities, Tasks, Paradigms for 
Native Multimodal intelligence

Toward Level-5:

No Generalist 
found here
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What General-Bench Unveils? —— Quantitative Performances





















On Path to Multimodal Generalist: General-Bench

What General-Bench Unveils? —— Quantitative Performances

• Observation-1: Lack of task support.

• Observation-2: Few generalists surpass the SoTA specialist.

• Observation-3: Focus more on content comprehension than supporting generation.

• Observation-4: Insufficient support for all modalities.

• Observation-5: Multimodality does NOT really enhance language.



Task Supporting Modality Supporting Capabilities on
Comprehension vs. Generation

Synergy Across 
Skills

Synergy Across 
Modalities

Synergy Across 
Comprehension and Generation

幻灯片  86

幻灯片  87

幻灯片  88

幻灯片  89

幻灯片  91

幻灯片  90

On Path to Multimodal Generalist: General-Bench

What General-Bench Unveils? —— In-depth Analysis



Task 
Supporting

Current MLLMs generally 

exhibit limited task 

support, with a strong 

bias toward simpler 

comprehension tasks and 
significant challenges in 
covering diverse and 
complex generation skills 
across modalities.



Modality 
Supporting

Most MLLMs support 

only a single non-

language modality, while 

only a few-like NExT-
GPT-1.5 or Unified-IO-
2 demonstrate truly 
broad, all-modality 
capabilities.



Comprehension 
vs. 

Generation

Most MLLMs are 

stronger at 

comprehension than

generation, due to the 
greater complexity 
and training cost of 
generation; only a few 
models, like Vitron-V1, 
demonstrate balanced 
capabilities across 
both paradigms.



Synergy 
Across Skills

Synergy effects in 
MLLMs are uneven 
across skills, with 
stronger synergy 
observed ingeneration 
tasks and among 
closely related skills, 
particularly in models 
with higher Level3 
scores.



Synergy Across 
Comprehension & Generation

Only a few MLLMs exhibit synergy 
between comprehension and generation, 
with Mini-Gemini showing the strongest 
effect-mainly within the image modality.



Synergy Across 
Modalities

Synergy is strongest between image and video 
modalities, while language shows only one-way 
synergy toward other modalities; no modalities 
really-significantly enhance language tasks-
highlighting a key limitation of current MLLMs.
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How to use General-Bench?
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How to participate the Leaderboard?



General Bench Four-scoped

Scope-A: Full-spectrum Hero

 Difficulty: 

Number of leaderboards: 

Details:

Covers all General-Level tasks and modalities.

Most challenging track; requires high model 
capacity and resource commitment.

Highlights:

Evaluates holistic generalization and cross-
modal synergy.

Suitable for near-AGI or foundation-level 
multimodal generalists.

 Difficulty: 

Number of leaderboards: 

Details:

7 separate leaderboards (4 single modality + 3 
combined modality).

Focuses on mastering diverse tasks within a 
single modality.

Highlights:

Measures within-modality generalization.

Suited for intermediate-level models with 
cross-task transferability.

Scope-B: Modality-specific Unified Hero

leaderboard



General Bench

 Difficulty: 

Number of leaderboards: 

Details:

7 separate leaderboards (4 single modality + 3 
combined modality).

Focuses on mastering diverse tasks within a 
single modality.

Highlights:

Measures within-modality generalization.

Suited for intermediate-level models with 
cross-task transferability.

Scope-B: Modality-specific Unified Hero

 Difficulty: 

Number of leaderboards: 

Details:

8 leaderboards: 2 × 4 for multimodal 
comprehension/generation under different modalities.

Supports entry-level model evaluation or teams with 
limited resources.

Highlights:

Assesses task-type specialization: understanding or 
generation.

Reflects generalization across task types.

Scope-C: Comprehension/Generation Hero

Four-scoped
leaderboard
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Scope-C: Comprehension/Generation Hero

 Difficulty: 

Number of leaderboards: 

Details:

Large number of sub-leaderboards, each scoped to a skill set

Easiest to participate; lowest cost.

Highlights:

Evaluates fine-grained skill performance.

Helps identify model strengths and specialization areas.

Scope-D: Skill-specific Hero

Four-scoped
leaderboard
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General Bench
Scope-A: Full-spectrum Hero

Scope-B: Modality-specific Unified Hero

Scope-C: Comprehension/Generation Hero
 Difficulty: 

Number of leaderboards: 

Details:

Large number of sub-leaderboards, each scoped to a skill set

Easiest to participate; lowest cost.

Highlights:

Evaluates fine-grained skill performance.

Helps identify model strengths and specialization areas.

Scope-D: Skill-specific Hero

Four-scoped
leaderboard



Model Diagnostics
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Project: https://generalist.top/

Paper: https://arxiv.org/abs/2505.04620

Benchmark: https://generalist.top/leaderboard

• Hao Fei, Yuan Zhou, …, Jiebo Luo, Tat-Seng Chua, Shuicheng Yan, Hanwang Zhang. “On Path to Multimodal Generalist: General-Level and General-Bench”. 
ICML. 2025

Overview

On Path to Multimodal Generalist: What’s Next
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Improving from Generalist Model perspective

On Path to Multimodal Generalist: What’s Next



105

On Path to Multimodal Generalist: What’s Next
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Goals to Next-generation Multimodal Generalist

• Multimodality

supporting diverse modalities and tasks, enabling models to seamlessly process and reason across 

language, vision, audio, and more—much like human cognition

• Unification

integrating both perception and generation capabilities into a single architecture

• Advancement

enabling higher-order functionalities with advanced capability, such as fine-grained advanced reasoning in 

complex contexts

• Generalizability

achieving cross-modality and cross-task generalization, where knowledge learned in one modality or task 

can transfer to others

On Path to Multimodal Generalist: What’s Next
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Angle-I: Multimodal Generalists with in-depth Modality&Task Unification 

Breadth: More Unified

MLLM/
Multimodal Generalist

✓ Supporting More Tasks

✓ Supporting More Modalities

➢ Enhance breadth capability.

On Path to Multimodal Generalist: What’s Next
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Multimodal Generalists with in-depth Modality&Task Unification Modality (w/ Language)

Image Video Audio 3D

Input-side
Perceiving

Flamingo, Kosmos-1, Blip2, mPLUG-Owl, 
Mini-GPT4, LLaVA, InstructBLIP, 
VPGTrans, CogVLM, Monkey, Chameleon, 
Otter, Qwen-VL, GPT-4v, SPHINX, Yi-VL, 
Fuyu, …

VideoChat, Video-
ChatGPT, Video-LLaMA, 
PandaGPT,  MovieChat, 
Video-LLaVA, LLaMA-
VID, Momentor, … 

AudioGPT, SpeechGPT, 
VIOLA, AudioPaLM, 
SALMONN, MU-
LLaMA, …

3D-LLM, 3D-GPT,  
LL3DA, SpatialVLM, 
PointLLM, Point-
Bind, …

[Pixel-wise] GPT4RoI, LION, MiniGPT-v2, 
NExT-Chat, Kosmos-2, GLaMM, LISA, 
DetGPT, Osprey, PixelLM, …

[Pixel-wise] PG-Video-
LLaVA, Merlin, 
MotionEpic, …

- -

Video-LLaVA, Chat-UniVi, LLaMA-VID - -
Panda-GPT, Video-LLaMA, AnyMAL, Macaw-LLM, Gemini, VideoPoet, ImageBind-LLM, LLMBind, 
LLaMA-Adapter, … -

Perceiving
+

Generating

GILL, EMU, MiniGPT-5, DreamLLM, 
LLaVA-Plus, InternLM-XComposer2, 
SEED-LLaMA, LaVIT, Mini-Gemini, …

GPT4Video, Video-
LaVIT, VideoPoet, …

AudioGPT,  SpeechGPT, 
VIOLA, AudioPaLM, … -

[Pixel-wise] Vitron - -
NExT-GPT, Unified-IO 2, AnyGPT, CoDi-2, Modaverse, ViT-Lens, … -

On Path to Multimodal Generalist: What’s Next
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Angle-I: Multimodal Generalists with in-depth Modality&Task Unification 

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

Breadth: More Unified

MLLM/
Multimodal Generalist

➢ Further enhance breadth capability.

• Supporting More Tasks

• Supporting More Modalities

• Supporting More Paradigm

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

What is the optimal model architecture under unified MLLM?

• Pipeline Agent

• Joint Encoder+LLM+Diffusion

• Joint LLMAR Tokenization (VQ-VAE)

• Tianhong Li, Yonglong Tian, He Li, Mingyang Deng, Kaiming He. Autoregressive Image Generation without Vector Quantization. 2024.
• Boyuan Chen, Diego Marti Monso, Yilun Du, Max Simchowitz, Russ Tedrake, Vincent Sitzmann. Diffusion Forcing: Next-token Prediction Meets Full-Sequence 

Diffusion. 2024.
• Zhou, Chunting, et al. Transfusion: Predict the Next Token and Diffuse Images with One Multi-Modal Model. 2024.

• Joint LLMAR+Diffusion

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

• Image/Video/Text
• AR loss

➢ Emu3

• Xinlong Wang …. Emu3: Next-Token Prediction is All You Need. 2024.

On Path to Multimodal Generalist: What’s Next



113

Angle-II: Unified Comprehension & Generation

• Image/Text
• AR loss

➢ Chameleon

• META AI. Chameleon: Mixed-Modal Early-Fusion Foundation Models. 2024.

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

• Image/Text
• Image: Diffusion with bidirectional Loss
• Text: AR Loss

➢ Show-o

• Jinheng Xie, etc. Show-o: One Single Transformer to Unify Multimodal Understanding and Generation. 2024.

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

• Image/Text
• ViT: Comprehension
• VAE: Generation
• Both AR loss

➢ Janus

• Janus-Series: Unified Multimodal Understanding and Generation Models. 2024.

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

• Image/Text
• Text: AR Loss
• Vision: DDPM Loss

➢ TransFusion

• Transfusion: Predict the Next Token and Diffuse Images with One Multi-Modal Model. 2024.

On Path to Multimodal Generalist: What’s Next
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Angle-II: Unified Comprehension & Generation

• Generation hurt comprehension? Can both two enhance others?

• How to obtain better tokenizer? How to handle Video tokenizer?

Still much room to explore

• How far to beat SoTA specialist?

• What’s the best architecture for other modalities?

• …

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

➢ Further enhance capabilities both in breadth and depth.

MLLM/
Multimodal Generalist

• Supporting More Tasks

• Supporting More Modalities

• Human-level Reasoning

• Cross-modal/Cross-task Generalizability

• Supporting More Paradigm

• Synergy between Comp&Gen

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

• Architecture

• Data Scale

Still much room to explore

• Training/Learning

• …

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

• Yutong Bai, Xinyang Geng, Karttikeya Mangalam etc. Sequential Modeling Enables Scalable Learning for Large Vision Models. CVPR. 2024

➢ Large Vision Model (LVM)

• mimicking LLM pretraining

• next visual token prediction

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

• Lu, J., Clark, C., Lee, S., Zhang, Z., Khosla, S., Marten, R., ... & Kembhavi, A. Unified-IO 2: Scaling Autoregressive Multimodal Models with Vision Language 
Audio and Action. CVPR. 2024

➢ Unified IO-2

• mimicking LLM pretraining

• next visual token prediction

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

What scale of dataset is required for pre-training from scratch? 

Modality LLM/MLLM Amount

Language Chat-GPT4 13 Trillion text tokens

Vision LVM 420 Billion visual tokens

Multimodalities Unified-IO 2

1 Trillion text tokens, 
1 Billion image-text pairs, 
180 Million video clips,
130 Million interleaved image & text, 
3 Million 3D assets,
1 Million agent trajectories

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

• Synergistic Training

➢ Training/Learning

• Hao Fei, Shengqiong Wu, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. “VITRON: A Unified Pixel-level Vision LLM for Understanding, Generating, 
Segmenting, Editing”. NeurIPS. 2024

On Path to Multimodal Generalist: What’s Next
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Angle-III: Native Multimodal Intelligence

• R1/O1 for interleaved multimodality?

➢ Training/Learning

• RL Scaling

• Zeng, etc. “Scaling of Search and Learning: A Roadmap to Reproduce o1 from Reinforcement Learning Perspective”. Arixv. 2024

On Path to Multimodal Generalist: What’s Next
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Improving from Evaluation Framework perspective

On Path to Multimodal Generalist: What’s Next
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Angle-I: Further refinement of the General-Level framework

On Path to Multimodal Generalist: What’s Next

• The synergy measurement is simplified by assuming performance beyond SoTA
specialists implies synergy, avoiding direct modeling.

• There is room for improving algorithmic design to better reflect true multimodal 
coordination and synergy.
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Angle-II: Expanding the General-Bench 

On Path to Multimodal Generalist: What’s Next

• Expanding to cover more comprehensive tasks and modalities for fair and complete evaluation.

• Imbalance exists — image tasks dominate, while audio and 3D modalities are underrepresented.

• True multimodal generalists should handle modality-switching and interleaved 
reasoning.

• Incorporate tasks that involve multi-turn, cross-modal interactions for both comprehension 
and generation.
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Angle-III: Rethinking Evaluation Paradigm for Model Capabilities

On Path to Multimodal Generalist: What’s Next

• Many current evaluation still follow traditional paradigms

• There is a growing reliance on human evaluation, but it lacks scalability.

• work well for simple tasks (e.g., multiple-choice, classification) 
• but fail on format-free multimodal generation tasks, metrics like FID/FVD are increasingly 

viewed as inadequate for evaluating video or 3D generation quality.

• use LLMs as judges, but face challenges in evaluation stability and reproducibility.
• adopts a single metric per task, which may introduce bias; should incorporate multiple 

complementary metrics for more holistic assessment.

• Should also assess interpretability and reasoning traceability.



Thank you!
Q&A
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