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Preliminary on MLLM
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This world we live in is replete with multimodal 

information & signals, not just language.
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Preliminary on MLLM

Extending Language LLM to Multimodal LLM (MLLM)
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Preliminary on MLLM

Research Trends on MLLM

[1] A Survey on Multimodal Large Language Models. https://github.com/BradyFU/Awesome-Multimodal-Large-Language-Models, 2023.

https://github.com/BradyFU/Awesome-Multimodal-Large-Language-Models
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Preliminary on MLLM

Research Trends on MLLM

[1] MM-LLMs: Recent Advances in MultiModal
Large Language Models, 2023.
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Preliminary on MLLM

Existing MLLMs (almost) all stand on the Language Intelligence

LLM

Intelligence on 
Language

Multimodality

MLLM/
Multimodal Generalist

Scaling law

AGI
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Preliminary on MLLM

Architecture-I: LLM as Discrete Task Scheduler/Controller (Agent)

The role of the LLM is to receive textual signals and instruct textual commands to call downstream modules.

LLM

Text

User

All message passing within the system, such as “multimodal encoder to the LLM” or “LLM 
to downstream modules”, is facilitated through pure textual commands as the medium.

⊹ Key feature: 

downstream 

module
downstream 

module

downstream 

module

downstream 

module

Text
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Preliminary on MLLM

Architecture-II: LLM as Joint Part of System

The role of the LLM is to perceive multimodal information, and react by itself, in an structure of 
Encoder-LLM-Decoder.

LLM is the key joint part of the system, receiving multimodal information directly from outside, 
and delegating instruction to decoders/generators in a more smooth manner.

⊹ Key feature: 

LLM

TextText

Multimodal 

Signals

Multimodal 

Decoder
Multimodal 

Encoder

Multimodal 

Outputs

Encoder Core Decoder



Taxonomy of existing MLLMs
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Modality (w/ Language)

Image Video Audio 3D

Input-side
Perceiving

Flamingo, Kosmos-1, Blip2, mPLUG-Owl, 
Mini-GPT4, LLaVA, InstructBLIP, 
VPGTrans, CogVLM, Monkey, Chameleon, 
Otter, Qwen-VL, GPT-4v, SPHINX, Yi-VL, 
Fuyu, …

VideoChat, Video-
ChatGPT, Video-LLaMA, 
PandaGPT,  MovieChat, 
Video-LLaVA, LLaMA-
VID, Momentor, … 

AudioGPT, SpeechGPT, 
VIOLA, AudioPaLM, 
SALMONN, MU-
LLaMA, …

3D-LLM, 3D-GPT,  
LL3DA, SpatialVLM, 
PointLLM, Point-
Bind, …

[Pixel-wise] GPT4RoI, LION, MiniGPT-v2, 
NExT-Chat, Kosmos-2, GLaMM, LISA, 
DetGPT, Osprey, PixelLM, …

[Pixel-wise] PG-Video-
LLaVA, Merlin, 
MotionEpic, …

- -

Video-LLaVA, Chat-UniVi, LLaMA-VID - -
Panda-GPT, Video-LLaMA, AnyMAL, Macaw-LLM, Gemini, VideoPoet, ImageBind-LLM, LLMBind, 
LLaMA-Adapter, … -

Perceiving
+

Generating

GILL, EMU, MiniGPT-5, DreamLLM, 
LLaVA-Plus, InternLM-XComposer2, 
SEED-LLaMA, LaVIT, Mini-Gemini, …

GPT4Video, Video-
LaVIT, VideoPoet, …

AudioGPT,  SpeechGPT, 
VIOLA, AudioPaLM, … -

[Pixel-wise] Vitron - -
NExT-GPT, Unified-IO 2, AnyGPT, CoDi-2, Modaverse, ViT-Lens, … -
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Preliminary on MLLM

MLLM Tutorial Series

Video: https://www.youtube.com/watch?v=pHBT3zXxQX8

Homepage: 

CVPR: https://mllm2024.github.io/CVPR2024/

COLING: https://mllm2024.github.io/COLING2024/

ACM MM: https://mllm2024.github.io/ACM-MM2024/

…

Oct 31, 2024

https://www.youtube.com/watch?v=pHBT3zXxQX8
https://mllm2024.github.io/CVPR2024/
https://mllm2024.github.io/COLING2024/
https://mllm2024.github.io/ACM-MM2024/
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Path to Generalist
‘Multimodal 

ChatGPT’moment

13

Milestone on Unified MLLM

NExT-GPT
Unifying Modalities

Vitron
Unifying V-L Tasks

SeTok
Modeling better 

representation for MLLM

UnivMLLM
MLLM with universal 

structural representation
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Unified MLLM

NExT-GPT: Any-to-Any MLLM

• Shengqiong Wu, Hao Fei, Leigang Qu, Wei Ji, Tat-Seng Chua. “NExT-GPT: Any-to-Any Multimodal LLM”. ICML. 2024.

Project: https://next-gpt.github.io

Paper: https://arxiv.org/pdf/2309.05519

Code: https://github.com/NExT-GPT/NExT-GPT

https://next-gpt.github.io/
https://arxiv.org/pdf/2309.05519
https://github.com/NExT-GPT/NExT-GPT
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Unified MLLM

The first end-to-end MLLM 
that perceives input and 
generates output in arbitrary 
combinations (any-to-any) 
of text, image, video, and 
audio and beyond.

• Shengqiong Wu, Hao Fei, Leigang Qu, Wei Ji, Tat-Seng Chua. “NExT-GPT: Any-to-Any Multimodal LLM”. ICML. 2024.

NExT-GPT: Any-to-Any MLLM
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Unified MLLM/Generalist

NExT-GPT: Any-to-Any MLLM
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Unified MLLM/Generalist

NExT-GPT: Any-to-Any MLLM

➢ Instruction: There were originally 7 apples on the table, but I ate one. Then, how many apples are left now? 

Please generate a picture to describe the result.
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Unified MLLM/Generalist

NExT-GPT: Any-to-Any MLLM

➢ Instruction: There were originally 7 apples on the table, but I ate one. Then, how many apples are left now? 

Please generate a picture to describe the result.
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Unified MLLM/Generalist

NExT-GPT: Any-to-Any MLLM
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Unified MLLM

NExT-GPT: Any-to-Any MLLM

Lightweight fine-tuning alignment learning: only 1% parameter update is needed.
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Unified MLLM

➢Modality-Switching 

Instruction-tuning 

Mechanism and Dataset
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Unified MLLM

➢Realizing Human-like Multimodal Interaction Mode
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Unified MLLM

What’s Next after NExT-GPT?

[1] AnyGPT: Unified Multimodal LLM with Discrete Sequence Modeling. 2023

• Discrete Tokenization

• Autoregressive Generation

➢AnyGPT
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Unified MLLM

VITRON: A Unified Pixel-level Vision MLLM

Project: https://vitron-llm.github.io/

Paper: https://is.gd/aGu0VV

Code: https://github.com/SkyworkAI/Vitron

• Hao Fei, Shengqiong Wu, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. “VITRON: A Unified Pixellevel Vision LLM for Understanding, Generating, 
Segmenting, Editing”. 2024

https://vitron-llm.github.io/
https://is.gd/aGu0VV
https://github.com/SkyworkAI/Vitron
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Unified MLLM

VITRON: A Unified Pixel-level Vision MLLM

Existing vision MLLM:
not professional enough in 

visual task unification

• Hao Fei, Shengqiong Wu, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. “VITRON: A Unified Pixellevel Vision LLM for Understanding, Generating, 
Segmenting, Editing”. Submitted. 2024
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Unified MLLM

VITRON: A Unified Pixel-level Vision MLLM

A universal pixel-level vision LLM 
designed for comprehensive 
understanding, generating, 
segmenting, and editing of both 
static images and dynamic videos. 

• Hao Fei, Shengqiong Wu, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. “VITRON: A Unified Pixellevel Vision LLM for Understanding, Generating, 
Segmenting, Editing”. Submitted. 2024
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Unified MLLM/Generalist

Topic-III: Unified MLLM/Generalist
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Unified MLLM

VITRON: A Unified Pixel-level Vision MLLM

➢ Cross-task Synergy Learning

• Without any collaboration, integrating all existing 
specialists together might be meaningless.

• How to ensure the different modules (tasks) work 
together synergistically?

• decoupling task-specific features from task-invariant features; 
• then use a third-party discriminator to determine the current task based solely on the 

shared task-invariant feature representation. 
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Research

Featured Work of Interests

➢ Angle-III: More Capable & Unified Visual MLLM/Generalist

2. VITRON: A Unified Pixel-level Vision LLM
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Unified MLLM

SeTok: Semantic Equivalence of Tokenization in MLLM

Project: https://chocowu.github.io/SeTok-web/

Paper: https://arxiv.org/abs/2406.05127

Code: https://github.com/ChocoWu/SeTok

• Shengqiong Wu, Hao Fei, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. Towards Semantic Equivalence of Tokenization in Multimodal LLM. 2024

https://chocowu.github.io/SeTok-web/
https://arxiv.org/abs/2406.05127
https://github.com/ChocoWu/SeTok
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Unified MLLM

SeTok: Semantic Equivalence of Tokenization in MLLM

• Shengqiong Wu, Hao Fei, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. Towards Semantic Equivalence of Tokenization in Multimodal LLM. 2024

➢ Existing Visual Tokenization: Patchify ➢ Idea Visual Tokenization: Semantically Equivalent

A cat is taking a walk on the grass A cat is taking a walk on the grass

Integrity of visual 
semantic units is 
damaged.

Vision and language 
is not semantically 
equivalent
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Unified MLLM

SeTok: Semantic Equivalence of Tokenization in MLLM

a Semantic-Equivalent Vision Tokenizer to 
achieve finer-grained semantic alignment 
between visual and text tokens, facilitating 
to improve various vision-language tasks.

• Shengqiong Wu, Hao Fei, Hanwang Zhang, Tat-Seng Chua, Shuicheng Yan. Towards Semantic Equivalence of Tokenization in Multimodal LLM. 2024
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Unified MLLM
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Unified MLLM/Generalist
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Unified MLLM



36

Unified MLLM
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Towards Building Native MLLM

Multimodal intelligence of MLLM relies on language’s intelligence

Text

Video

Audio

Image LLM

… 

Text

Video

Audio

Image

… 

MLLM/Generalist

The language intelligence of 
LLMs empowers multimodal 
intelligence.
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Towards Building Native MLLM

Multimodal intelligence of MLLM relies on language’s intelligence

LLM

Intelligence on 
Language

Multimodality

MLLM/
Multimodal Generalist

Scaling law

AGI

The language intelligence of LLMs empowers multimodal intelligence.
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Towards Building Native MLLM

Multimodal intelligence of MLLM relies on language’s intelligence

LLM MLLM/
Generalist

➢ Could the scaling law and emergence success of LLMs be replicated in 
multimodality to achieve the intelligence of native MLLMs?
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Towards Building Native MLLM

Exploration#1

• Yutong Bai, Xinyang Geng, Karttikeya Mangalam etc. Sequential Modeling Enables Scalable Learning for Large Vision Models. CVPR. 2024

➢ Large Vision Model (LVM)

• mimicking LLM pretraining

• next visual token prediction
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Towards Building Native MLLM

Exploration#2

• Lu, J., Clark, C., Lee, S., Zhang, Z., Khosla, S., Marten, R., ... & Kembhavi, A. Unified-IO 2: Scaling Autoregressive Multimodal Models with Vision Language 
Audio and Action. CVPR. 2024

➢ Unified IO-2

• mimicking LLM pretraining

• next visual token prediction
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Towards Building Native MLLM

Open Question #1

What is the optimal model architecture under unified MLLM?

• Pipeline Agent

• Joint Encoder+LLM+Diffusion

• Joint LLMAR Tokenization (VQ-VAE)

• Tianhong Li, Yonglong Tian, He Li, Mingyang Deng, Kaiming He. Autoregressive Image Generation without Vector Quantization. 2024.
• Boyuan Chen, Diego Marti Monso, Yilun Du, Max Simchowitz, Russ Tedrake, Vincent Sitzmann. Diffusion Forcing: Next-token Prediction Meets Full-Sequence 

Diffusion. 2024.
• Zhou, Chunting, et al. Transfusion: Predict the Next Token and Diffuse Images with One Multi-Modal Model. 2024.

• Joint LLMAR+Diffusion
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Towards Building Native MLLM

Open Question #2

What scale of dataset is required for pre-training from scratch? 

Modality LLM/MLLM Amount

Language Chat-GPT4 13 Trillion text tokens

Vision LVM 420 Billion visual tokens

Multimodalities Unified-IO 2

1 Trillion text tokens, 
1 Billion image-text pairs, 
180 Million video clips,
130 Million interleaved image & text, 
3 Million 3D assets,
1 Million agent trajectories
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Towards Building Native MLLM

Open Question #3

There is a gap of the downstream task performance between native MLLMs and SoTA
"LLM+encoder/decoder" architecture MLLMs. 

How can this gap be bridged?
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Towards Building Native MLLM

Open Question #4

What is the optimal representation method for multimodal data?

Cat

Form-structured 
representation

Flat representation
Semantically-structured 

representation

Trees

Sky

Grass

under

under

behind

under

on

on
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Towards Building Native MLLM

Pre-training MLLM over Universal Scene Graph (USG) Representation

USG: A topological structure of a 
scene description from text, image, 
video, or any combination of 
modalities.



48

Towards Building Native MLLM

Pre-training MLLM over Universal Scene Graph (USG) Representation

UnivMLLM

USG parser

USG knowledge

masking and predicting 
different types of  elements 
in the USG:

1) masked object node prediction

2) masked attribute node prediction

3) masked relation prediction



49

Towards Building Native MLLM

Pre-training MLLM over Universal Scene Graph (USG) Representation

UnivMLLM

USG parser

USG knowledge

• Seamlessly universal cross-modal 
representation

• Fine-grained semantical alignment 
between various modalities

Advances:

• Universal modeling of various 
modalities and tasks
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Path to Multimodal Generalist

Multimodal Generalist Capability

➢ MLLMs should further enhance capabilities both in breadth and depth.

MLLM/
Multimodal Generalist

• Supporting More Tasks

• Supporting More Modalities

• Longer Context/Memory

• Reasoning

• Cross-modal Generalizability

• …
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Path to Multimodal Generalist

MLLM Evaluation

• Li, J., & Lu, W. (2024). A Survey on Benchmarks of Multimodal Large Language Models. 2024.
• Huang, J., & Zhang, J. (2024). A Survey on Evaluation of Multimodal Large Language Models. 2024
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Path to Multimodal Generalist

MLLM Evaluation

➢ Higher performance simply indicate a stronger MLLM capability?

⚫ Multimodal Comprehension vs. Multimodal Comprehension+Generation

⚫ More and Broader Modalities and Task Paradigms

⚫ A Strong Synergy Effect is the Core Aspect of an MLLM

An MLLM that only has multimodal comprehension capabilities represents the most basic and primitive level; 
we believe that the more powerful an MLLM is, the more it should support advanced functionalities, capable of 
both multimodal comprehension and generating content across various modalities.

The stronger the MLLM and the closer it is to AGI, the more task types it can support, the more 
modalities it can handle, and the stronger its task performance.

Synergy is the most critical aspect when assessing whether a multimodal generalist is stronger! An MLLM 
should be able to achieve a synergistic effect where 1+1 > 2, such as understanding a single modality & 
task that can be transferred to understanding other tasks & modalities, similar to the ChatGPT series, 
which can achieve robust generalization abilities with minimal training examples.
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Path to Multimodal Generalist

Project: https://path2generalist.github.io/

Paper: Coming soon

Benchmark: https://github.com/path2generalist/GeneralBench

• Hao Fei, Yuan Zhou, …, Hanwang Zhang, Shuicheng Yan. Path to Multimodal Generalist: Level, Benchmark and Model. TBD. 2024

https://path2generalist.github.io/
https://github.com/path2generalist/GeneralBench
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Path to Multimodal Generalist
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Path to Multimodal Generalist

Level of Multimodal Generalist

 Path to Multimodal Generalist

• Hao Fei, Yuan Zhou, …, Hanwang Zhang, Shuicheng Yan. Path to Multimodal Generalist: Level, Benchmark and Model. TBD. 2024
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Path to Multimodal Generalist

General-Bench

 Path to Multimodal Generalist

• Hao Fei, Yuan Zhou, …, Hanwang Zhang, Shuicheng Yan. Path to Multimodal Generalist: Level, Benchmark and Model. TBD. 2024
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Path to Multimodal Generalist

Generalist Levels



Thank you!
Q&A
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